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I. INTRODUCTION

Coulomb crystals (CCs), a periodic arrangement of
charged particles, are omnipresent in nature, from astro-
physical systems (interior of dwarf stars, Refs. 1 and 2) to
laboratory systems (trapped ions, see, e.g., Refs. 3 and 4,
plasmas in storage rings, e.g., Refs. 5 and 6, or dusty plas-
mas, Refs. 7-9, to name a few examples; for an overview,
see Ref. 10). CCs add an interesting new species to the large
family of crystals in condensed matter, chemistry or biology,
for an (incomplete) list, see Table 1. We will distinguish CCs
from “traditional” crystals (including molecular or ion crys-
tals or metals) by 1. the governing role of the Coulomb in-
teraction (in contrast to crystals of neutral particles) and 2.
by the elementary character of the constituents (in contrast,
e.g., to the complex ions forming the lattice of a metal)."!
These two properties bring the CC into the area of plasma
physics rather than condensed matter physics, because it is
the strength and long range of the Coulomb interaction
which dominates the many-particle behavior in these sys-
tems, the crystal symmetry, stability, and melting properties.

The research on CC originates in solid state physics.
More than seven decades ago Wigner predicted, using the
jellium model, that electrons in metals would form, at low
density, a bcc lattice, see Ref. 12. A second line of research
grew out of the field of classical strongly coupled plasmas.
There it was predicted, by computer simulations, that a one-
component Coulomb or Yukawa model plasma (OCP) in
three and two dimensions would crystallize at sufficiently
high density and/or low temperature, e.g., Ref. 10. 3D Cou-
lomb crystals show a bcc symmetry, whereas Yukawa crys-
tals have a bcc and a fcc phase, Ref. 13. In contrast, the
ground state of 2D crystals has hexagonal symmetry. How-
ever, jellium and OCP are models assuming that the charge
species forming the crystal coexists with a second neutraliz-
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ing one which forms a static homogeneous background
which does not influence the crystal. Such systems do not
exist in nature. In real two-component plasmas, crystalliza-
tion is very different. One important effect is weakening of
the Coulomb interaction by dynamic screening. Moreover,
the attractive force between different species will favor re-
combination, i.e., formation of bound states. This will, obvi-
ously, strongly reduce the Coulomb coupling and may even
prevent crystal formation. Nevertheless, CC formation in a
two-component plasma [item AIIL (c) in Table I] is possible
and will be discussed below in Sec. VI.

But before we consider the second possibility to achieve
Coulomb crystallization: One-component (non-neutral) plas-
mas which are stabilized by an external “trap,” such as an
electric potential, cf. item BII in Table I. This principle has
been successfully used in experiments with ion crystals, e.g.,
Refs. 3 and 4 and dusty plasmas, e.g., Refs. 14-18, for an
overview, see Refs. 19 and 20, and is expected to function
also with electrons in semiconductor quantum dots, Ref. 21.
Naturally, the existence of the trap may have a strong influ-
ence on the crystal properties. For example, a spherically
symmetric trap will favor crystals forming concentric rings
(in 2D) or shells (in 3D). This gives rise to interesting sym-
metry effects, including magic (closed shell) configurations,
e.g., Refs. 22-25 familiar from atoms and nuclei and coex-
istence of shells and bulk behavior in larger systems, Ref. 26.

Coulomb crystals may not only consist of classical
“point particles” but also of quantum particles which have a
finite extension (electrons in quantum dots, ions in compact
stars, etc.) which is of relevance for the properties of CC and
is crucial for the phase diagram. Since the issue of quantum
plasmas has come into the focus of recent research again in
the context of laser plasmas27 and astrophysic:s28 we will
consider the influence of quantum effects in some detail. In
this paper we study some general properties of Coulomb
crystals. Starting from the theoretical description, in Sec. II,
we continue with two typical examples of classical and quan-
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TABLE I. Coulomb crystals (CC) in the world of crystals (incomplete list). CC variants are A.IILb, A.IIL (c),
B.IL (a), and B.IL (b). 1CS (2CS) denotes one (two) component systems, OCP, the one-component plasma
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model containing ions plus a homogeneous static neutralizing electron background.

A. Unconfined (macroscopic) crystals

L 1CS with attractive interactions
Neutral particles (e.g., Lennard-Jones,
Morse potentials),

“normal” solids, rare gas clusters, etc.

1. 1CS with repulsive interactions
a. Transient “Coulomb exploding” crystals

b. Charges on surfaces of finite systems
(e.g., electrons on helium droplets)

I 2CS

a. “Normal” crystals: ionic crystals, metals, etc.

b. OCP model (ion Coulomb or Yukawa crystal)
c. TCP crystals (electrons, nuclei, holes, positrons)

B. Confined crystals (1, 2 or 3D traps)

L. ICS with attractive interactions
Confinement not necessary, see A L.

1. 1CS with repulsive interactions
a. Classical: Ions, dust particles

b. Quantum: Electrons in quantum dots

II1. Periodic confinement
e.g., particles in optical lattices,
electrons in bilayers, superlattices, etc.

tum crystals in traps (Secs. Il and IV). This is followed by
an analysis of the melting point, Sec. V, after which the
special situation of CC in neutral plasmas (Sec. VI) is dis-
cussed.

Il. MODEL AND PARAMETERS

The Hamiltonian of a system of particles with mass m;
and charge e; interacting via a statically screened Coulomb (a
Yukawa) potential is given by

2 N e; ej e~ Kij

N

R h

H=D, —2—Vl-2+V(r,-)+ — , (1)
i=1 m

i Jj<i ij

where r;;=|r;—r;| and € denotes a static background dielec-
tric constant, which is of the order of 10 in the case of an
electron-hole plasma in a semiconductor; in a plasma, e=1.
The case of a pure Coulomb system follows in the limit of
zero screening, k— 0. In the case of trapped systems a con-
finement potential V(r) is included which will be assumed
isotropic and parabolic, i.e., V(r)=mw?r?/2. The limit of an
unconfined system is achieved by letting w— 0. In thermo-
dynamic equilibrium the system properties are determined by
the canonical probability distribution P or, in the quantum
case, by the density operator p,

1 A
P(E)=—ePE, p=—ePH, (2)

Z

N

where B=1/kgT is the inverse temperature, and E denotes
the total potential energy, i.e., the second plus third term of
Eq. (1).

Despite their different form of appearance, all Coulomb
(Yukawa) systems exhibit similar fundamental properties
governed by the strength of the Coulomb (Yukawa) interac-
tion which is measured by dimensionless control parameters:
The coupling parameters I',, r,,, and \, of particle species a
and the quantum degeneracy parameter ,. These parameters

are determined by the ratio of characteristic energy and
length scales:?*%

e Length scales: (i) 7, average interparticle distance, 7
~n~" (n and d=1,2,3 denote the density and dimension-
ality of the system, respectively). (ii) A, quantum-
mechanical extension of the particles. For free particles we
have A™=h/\2mm kT, (deBroglie wavelength), for
bound particles A is given by the extension of the ground
state wave function, A2°“nd=27m3. (iii) ap, relevant Bohr
radius az= €/ e e, h?/myy,, where m i =m_ " +m;'. (iv) ag,,
effective Bohr radius of an OCP: ag,= €/ efl h2/m,.

e Energy scales: (i) (K), mean Kinetic energy, which in a
classical system is given by (K,),=d/2kgT,, whereas in a
highly degenerate Fermi system (K,),,,=3/5Ep, holds
[Ep=t2(37°n)*3/2m denotes the Fermi energy]; (ii) (U*?),
mean Coulomb energy, given for free and bound particles
by (Uﬁb)fz eqep/dmel /7 and (U)g=e,e,/dmel/2ay
=FEr (Rydberg), respectively. Analogously, the mean
Yukawa interaction energy is estimated by (Uy),
= U,

* Dimensionless control parameters: The quantum degen-
eracy parameter x,=n,A%~(A,/7,)? divides many-body
systems into classical (y<<1) and quantum mechanical
ones (y=1). The Coulomb coupling parameter is the ratio
U] /{K). For classical systems I',=[U")|/kgT, re-
sults, whereas for quantum systems the role of ', is taken
over by the Brueckner parameter, r,,=7,/ag,
~U |/ Ep,. The relation to the parameter, r,=7/ag, fa-
miliar from atomic units is r,=r,[1—m,/m,+m,]. Simi-
larly one can introduce coupling parameters for Yukawa
systems and of different species.

In a two-component plasma different masses and charges
of the species may give rise to unequal coupling and
quantum degeneracy of the species. In particular, in a dense
electron-ion plasma classical ions and quantum electrons
may coexist. Analogously ions may be strongly coupled
while the electrons are only weakly coupled, see Sec. VI.
The ratio of the degeneracy parameters scales as x,/X;
=(my,/m,)"?, whereas the ratios of the coupling parameters
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FIG. 1. Radial particle distribution for N=190 particles given in cylindrical
coordinates. Left: Experiment. Right two figures: Simulation results with
Coulomb (k=0), and Yukawa (x=1) potential. The length unit in the right
two figures is r,., given by Eq. (4), from Ref. 24.

are given by T,/T,=(e,/ep)*> " and ry,/rg=(m,/my)
X (e,/e,)**V4, where local charge neutrality, n,e,=nye,, has
been assumed.

lll. CLASSICAL COULOMB AND YUKAWA CRYSTALS
IN TRAPS

Coulomb crystallization in a spherical 3D geometry was
first observed for ultracold ions in Penning or Paul traps.3 A
second candidate are ions created by ionization of cooled
trapped atoms. Recent simulations® also show that un-
trapped ions, expanding due to Coulomb repulsion, might
crystallize if they are properly laser cooled during the expan-
sion. Finally, so-called “Yukawa balls” have been observed
in dusty plasmas,”’32 see Fig. 1. Their theoretical description
is again based on the Hamiltonian (1) (for an overview on
earlier theoretical results and simulations, see Ref. 10). This
model has, in fact been shown to correctly describe the dusty
plasma measurements”*>; 3D concentric shells where the
populations N, are sensitive to the screening strength x. With
increasing « the reduced repulsion leads to an increased
population of the inner shells. The quality of the experiments
is so high that the shell populations can be measured accu-
rately, allowing for comparisons with the simulations. In
fact, very good agreement is found for xry=0.6, cf. Fig. 2,
which shows the relevance of screening effects in these con-
fined dusty plasma crystals. Furthermore, screening has an
important effect on the average radial density profile of these
crystals. In contrast to Coulomb crystals, where the density is
approximately constant, with increasing « there is an increas-
ingly rapid decay of the density towards the surface.’*%

As in the 2D case closed shell configurations and a
“Mendeleyev table” exist (see, e.g., Refs. 23, 24, and 36).
The dependence of the crystal stability on the number of
particles can be seen from their melting temperatures. For
example, the closure of the first spherical shell occurs at N
=12, which gives rise to a particularly high crystal stability
(high melting temperature), cf. Fig. 4 below.

Phys. Plasmas 15, 055704 (2008)
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FIG. 2. Number of particles N, on the shells of Yukawa balls with different
N and «. Table 1 contains experimental (last line) and theoretical shell con-
figurations for N=190. N;...N, denote the particle numbers on the ith shell
beginning in the center. The figure shows the shell populations for 40 ex-
perimentally observed Yukawa balls (symbols) and molecular dynamics
simulation results for several k values (Ref. 24). « is given in units of rgl
defined by maw?ri=e>/r,, temperature is in units of Ey=e>/r,.

IV. QUANTUM COULOMB CRYSTALS IN TRAPS

When the trapped CC is cooled, eventually the deBroglie
wavelength A will exceed the interparticle distance and
quantum effects will become relevant. While for ion crystals
this may require sub-micro-Kelvin temperatures this regime
is easily accessible with (the much lighter) electrons in nano-
structures. At the same time, there quantum crystal formation
and detection is hampered by impurities and defects. There-
fore, the results shown below are obtained by means of com-
puter simulations. The density operator (2) with the 2D
Hamiltonian (1) is evaluated by performing first-principle
path integral Monte Carlo (PIMC) simulations; for details,
see Refs. 37 and 38. Results for the probability density of 19
electrons in a 2D harmonic trap are shown in Fig. 3. We
observe a shell structure similar as in the classical case.
However, the particles are now not pointlike but have a finite
extension and an elliptic shape which minimizes the total
energy. When the system is compressed by increasing w, the
wave functions of the electrons start to overlap—first within
each shell, cf. central part of Fig. 3, and finally also particles
on different shells overlap giving rise to a quantum liquid

FIG. 3. (Color) 19-electron quantum Wigner “crystal” (left), radially or-
dered crystal (center), and mesoscopic fermionic liquid (right). From left to
right quantum melting at constant temperature occurs. Dots correspond to
the probability density p of the electrons in the 2D plane which varies
between p,,« (pink) and zero (red).
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state. This process of quantum melting occurs even at zero
temperature, giving rise to an interesting phase diagram of
quantum CC,21 see also Sec. V.

V. CONDITIONS FOR CRYSTAL FORMATION

Phase coexistence is determined by the equality of the
thermodynamic potentials (such as the free energy) in the
two phases which often requires very accurate and expensive
calculations. In macroscopic plasmas there exist many alter-
native criteria for crystallization: Peaks of the specific heat,
sufficiently strong modulations of the pair distribution or the
static structure factor, and so on. These quantities yield prac-
tically the same melting point, for an analysis see, e.g., Ref.
39. In contrast, in trapped systems, in particular, when the
particle number is reduced, the results for the phase bound-
aries may strongly depend upon the chosen quantity and the
way it is computed. It turns out that, for the class of systems
described by Eq. (1), two quantities are particularly useful to
localize the melting point: Critical values of the coupling
parameter and of the distance fluctuations of the particles
around their equilibrium positions. We mention that, for very
small systems, recently a more appropriate quantity has been
proposed: the variance of the block-averaged interparticle
distance fluctuations, see Ref. 40.

A. Critical values of the coupling parameter

Let us start with the simplest case of Eq. (1): A macro-
scopic classical plasma (w=0) containing a single charge
component. We can rewrite the ratio of energy and tempera-
ture which determines the thermodynamic properties, cf. Eq.
(2), as

N kT .
BE=fT,k)=T > —— with 7=

1=j<i Tij r

3)

For Coulomb systems (k=0) BE is characterized by a single
parameter, the coupling parameter I', i.e., different Coulomb
systems (containing different types of particles, having dif-
ferent temperature or density) are expected to show the same
behavior if they have the same values of I'. In particular, as
was revealed by simulations, CC occurs at I',,=175 in 3D
and I' ;=137 in 2D. In a Yukawa OCP (x>0) the effect of
screening suggests introducing I'y(k) — ['e™", however, this
does not correctly reproduce the x-dependence of the melt-
ing curve. The reason is that melting is not determined by the
absolute value of the energy but by the energy contribution
of particle fluctuations around their ground state positions
rio- Expanding Eq. (3) around ry, defining &;=7;~7;0.
and taking into account that the first derivatives vanish
we obtain  BAE=B(E-Ej—Eyy)= FE?;[ §?j/ F?]-O(l +KFjjo
+ KT/ 2)e 70+ -+ The dots denote terms with mixed de-
rivatives and higher order terms, and E, and E_,, are the
energy in the ground state and of center of mass excitations
(which are not relevant for the melting), respectively.

For the case of two particles, this expression can be writ-
ten in a Coulomb-type form, BFSAE =I"y(k)&, with the
Yukawa coupling parameter I'y(x)=Te 1+ ki+(k7)?/2].

Phys. Plasmas 15, 055704 (2008)

Assuming that, at the melting point, the critical coupling
parameter is universal (3D case), I'y,=175, the phase
boundary of the (bcc) crystal in the I'-k plane is approxi-
mated by T’ (k)=175-e“[1+«r+(x7)?/2]"". Interestingly,
simulations have shown that this result holds reasonably well
not just for small particle numbers but also in a macroscopic
system.

Consider now a classical crystal in a trap. Here the den-
sity is externally controlled by the trap frequency @ which
determines the mean interparticle distance. The basic prop-
erties are best illustrated for two particles. The ground state
is obtained from the minimum of the relative potential en-
ergy Eq. (1) with the result

Kro,3 2
e""ory e 3

=1y, (4)

l+krg m ,
2

Equation (4) yields the two-particle distance, ry(x), as a
function of the distance in an unscreened system, "0c~24 In
analogy to the macroscopic case we introduce a Coulomb
coupling parameter, I'y = e?/ (kyTr,). The corresponding cou-
pling parameter for Yukawa interaction, I',y, again follows
from expansion of the energy around the ground state,
BraAE=T,y(x)& with the result?  T,y=T,e *0(1+kr,
+K2V%/3) slightly differing from the above expression. In a
similar way, the ground state and effective coupling param-
eter can be defined for any particle number, but this has to be
done nu111<3rically.23’42 The results are strongly N-dependent
due to the importance of shell filling and finite size effects.
This leads to strong variations of the crystal stability with N
as can be seen in the melting temperatures, left part of Fig. 4;
see, e.g., Refs. 43 and 44.

Consider now a macroscopic quantum OCP. We rewrite
the Hamiltonian (1) in dimensionless units

A

—KTj

N
H
B =sr T=- 55V E S )

2Eg si=j<i Tij

which depends on the quantum coupling parameter r, and
temperature separately, leading to a more complex behavior
than in a classical OCP where only one parameter I" exists.
The existence of three energy scales, quantum kinetic energy
(first term), interaction energy (second), and thermal energy
has a direct consequence for the phase boundary T,(n) of
Coulomb crystals, cf. Fig. 4. While for a classical crystal, the
slope of the boundary is always positive, dT,(n)/dn>0,
given by a constant value of I', for quantum crystals, there
exists a maximum value of the temperature, 75", where the
slope changes sign. For densities to the left of the maximum
the phase boundary is dominated by “normal,” i.e., thermal
melting, whereas for densities exceeding the value of the
maximum, by a competition of quantum kinetic and interac-
tion energy. For sufficiently large densities (with decreasing
r,) quantum melting is observed, even at zero temperature,
cf. Fig. 4. The corresponding critical values of the Brueckner
parameter of a Coulomb OCP at 7=0 are r{' = 100(160) in
3D and r{'=37 in 2D for fermions (bosons),”* and refer-
ences therein. These values are still under investigation.
Also, generalization of the results to a quantum Yukawa OCP
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FIG. 4. Left: Melting temperature of small 3D spherical Yukawa crystals vs particle number. Right: Phase diagram of the mesoscopic 2D Wigner crystal for
different particle numbers N. OM (RM) denotes the boundary of orientational (radial) melting. Here the dimensionless density n and temperature T are defined
as n=\20/rt=(ag/ry) "> ~r;""? and T=kyT/Ey, where Z=h/(mw,),Ey=e/ €,ry with r, given by €?/ €,ry=mw?r3/2, from Refs. 21 and 43.

has only recently been attempted; see Ref. 46, and references
therein.

Finite trapped quantum plasmas show the same general
behavior as a macroscopic quantum OCP and, in addition,
finite size effects as in case of the classical crystals in traps.
As a consequence, the crystal phase boundary is strongly
N-dependent, as can be seen for the 2D case in Fig. 4. Fur-
ther, in 2D the competition of hexagonal (bulk) symmetry
and spherical symmetry induced by the trap leads to possible
additional phases, both in classical and quantum trapped
plasmas. The most prominent one is a partially ordered phase
where particle ordering occurs within each shell, but no order
of different shells with respect to each other exists. Only at
significantly larger values of the coupling parameter the ori-
entational fluctuations freeze out [orientational freezing or
melting (OM)] and the crystal enters the fully ordered phase,
cf. Fig. 4. The location of this phase boundary is strongly
dependent on the crystal symmetry and may vary with N by
many orders of magnitude.2"22 In 3D trapped plasmas no
radially melted phase is observed because there is generally a
much larger energy barrier for intershell rotations.

B. Critical values of the distance fluctuations

The appearance of different coupling parameters in the
case of classical and quantum plasmas makes it very difficult
to construct a joint phase diagram of Coulomb crystals. An
alternative approach to the crystal phase boundary uses, as
the starting point, the magnitude of the relative interparticle
distance fluctuations of the particles around their lattice po-
sitions. Expanding, as in Sec. V A, the total energy fluctua-
tions AE in a Taylor series up to second order and diagonal-
izing the result allows us to express AE as a superposition of
d-(N-2) relative normal modes. For this system of indepen-
dent 1D quantum harmonic oscillators with the phonon
modes w,(g) of polarization A all thermodynamic properties

at a given temperature 7 are known. For example, the ther-
modynamic average of the distance fluctuations {x?)=(x?)
—(x)? is given by2

(&)= —E 2 (@) M@ 7).
q A= m
(6)
with f,(q,T) = coth 2‘:‘(‘])
Bl

For a macroscopic classical OCP, f)(¢,T)— 2kzT/hiw\(q),
and the average over the phonon spectrum yields, in case of
a bee crystal, (6x?)=12.9737/T". The result for the relative
distance fluctuations u, = /(8x?)/ry normalized to the near-
est neighbor distance, ro=(377)"°7, is

y 12973 1
Ul = (3772)1/6F — 0.155, (7)

where the last number is the critical value obtained by using
'=17s.

Analogously, we obtain for a quantum OCP bcc crystal
at zero temperature, where fy(¢,7T)— 1,

2 37 32 2
(xy = 714 oy ABas (8)

with u_ 1—( /wx> denoting the moment of order minus
one of the phonon spectrum which equals 2.7986 for a bce

crystal.47 This yields for the relative distance fluctuations
0.783
uly =/~ — 0.28(0.249), )
T

N

where the last number is the critical value for fermions
(bosons), using ;' =100 (160). Note that these fluctuations
are mainly due to quantum diffraction effects, i.e., the finite
extension of the particle wave functions. Spin effects (quan-
tum exchange) play a minor role for the location of the crys-
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tal phase boundary which is clear since, in the crystal state,
the wave function overlap has to be small. Nevertheless, the
physical properties of crystals of bosons may be essentially
different from those of fermions. The reason is that interact-
ing bosons may show superfluid behavior which may even
persist in the crystal phase. This state is called a supersolid
and was predicted 30 years ago48_50 and was recently ob-
served in PIMC simulations of trapped bosonic plasma
crystals.5 !

Equations (7) and (9) are very useful as they establish
the relation between relative distance fluctuations and the
relevant coupling parameter in the two limiting cases of clas-
sical and quantum plasmas. To connect the two limits along
the whole phase boundary, cf. Fig. 4, one has to use the full
phonon spectrum, Eq. (6), without expansion of the function
f- The temperature and density dependence of u,; remains
an open question although some interpolations have been
attempted, see e.g., Ref. 2. Further improvements, in particu-
lar, in the quantum regime, may require to include anhar-
monic corrections, e.g., Ref. 52, since their finite extension
lets the particles explore ranges of the potential energy which
cannot be approximated by a parabola, e.g., Ref. 46.

VI. UNCONFINED TWO-COMPONENT COULOMB
CRYSTALS

As discussed in the Introduction, crystal formation in
two-component plasmas (TCP) competes with bound state
formation. One may, therefore, ask whether there exist pa-
rameters where CC exist and, at the same time, Coulomb
bound states are ionized. In comparison to an OCP, in a TCP,
we have at our disposal two additional parameters to realize
these two conditions: The mass ratio M =m,/m, and charge
ratio Z=e¢,/e, (in a nonequilibrium mass-asymmetric plasma
there is further the possibility of different temperatures of the
component553). The first requirement is obvious: The heavy
component (ions or holes) has to be sufficiently strongly cor-
related such that it can form an OCP Wigner crystal. The
second condition is that electrons have sufficiently high ki-
netic energy to escape the ionic binding potential. For clas-
sical electrons this requires a sufficiently high temperature
whereas in a quantum plasma ionization is possible when
electron wave functions of neighboring atoms start to over-
lap; this leads to tunnel ionization (Mott effect) which occurs
at a sufficiently high density. In summary, we find two alter-
native sets of conditions,

d
=T and EkBTe > Ep, classical case, (10)
ra=r" and  r, <rM quantum case, (11)

where in 3D r?g"“% 1.2. The phase boundary of the Coulomb

crystal of the heavy particles can be obtained using the har-
monic lattice theory results of Sec. V B. For the quantum
case, we may use, for (5xi>, Eq. (8) and express the nearest-
neighbor distance of the heavy particles, ry,, by that of the
electrons,

Phys. Plasmas 15, 055704 (2008)

FIG. 5. (Color) Snapshots of a Coulomb crystal of heavy particles (red
clouds) embedded into a Fermi gas of electrons (yellow) in a macroscopic
two-component (neutral) plasma (spin averaged results) for mass ratio M
=12 (top left), M=50 (top right), M =100 (bottom left), and M =400 (bottom
right). The density corresponds to r,,=0.64; the temperature is 7,=T)
=0.06Ey. First-principle two-component PIMC simulations.

2 172 32 2
. (o) 3"u_y ry ap, (12)
rel,h — 2 = 2 2/3.2 2°
Ton 200 Z7%ry, ag

where ay,.=(37)"?. Assuming that, at the phase boundary,
the critical value of the fluctuations is given by the OCP
result, Eq. (9), and rse=r§ﬁ°" we readily obtain the existence
conditions of a CC of fermionic (bosonic) ions in a two-
component plasma, M“Z*3=83.3 (132.8). This agrees with
the result of Ref. 53 where it was obtained from a different
derivation. Thus crystallization requires a minimum mass ra-
tio M between heavy and light particles. This condition is
fulfilled for compact dwarf stars where a crystal of carbon
and oxygen nuclei (fully ionized atoms) is expected to
exist."” Further candidates are crystals of protons which was
recently confirmed by PIMC simulations, cf. Refs. 46 and
54, or a-particles, see Ref. 53. Both systems might be acces-
sible in laboratory experiments in the near future. Another
area where such two-component CC should be observable
are electron-hole plasmas in intermediate valence semicon-
ductors, see Refs. 53 and 55 where one could also verify the
critical value of M experimentally, although values of M as
large 80 exists only in some special materials. Another prom-
ising candidate are charge asymmetric bilayers where hole
crystallization is expected to occur already for M =10,
which is due to the 2D confinement of the particles.

The analytical predictions of heavy particle crystalliza-
tion in a TCP have been verified by PIMC simulations where
both electrons and heavy particles have been treated fully
quantum mecharlically.5 39557 As can be seen in Fig. 5, with
increasing M, indeed hole localization becomes more pro-
nounced and, between M =50 and M =100, a transition to
crystal-like behavior is observed. A quantitative analysis
based on the relative distance fluctuations of the heavy par-
ticles, left part of Fig. 6, confirms that the liquid-solid tran-
sition takes place around M ~80. This is a novel kind of

Downloaded 15 Apr 2009 to 134.245.67.224. Redistribution subject to AIP license or copyright; see http://pop.aip.org/pop/copyright.jsp



055704-7 Classical and quantum Coulomb crystals

Mass ratio M

0.1

0.08

0.06

0.04

Eé 025 q
§ [N M= *
g M= 25
g 020} M= 50 .
2 \ M= 75 ~
Q 015} M =100 . T
s M = 150 .
i ~
g 0.10 ® e i
2
S e o o000 0 — - 1
QD 0.05} e -
o
I i i adat.ial sai -l
10 100 1000

Phys. Plasmas 15, 055704 (2008)

Electron—
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states
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FIG. 6. (Color) Left: Mean-square relative heavy particle distance fluctuations vs mass ratio M for 7,=0.096 and r,,=0.63. Symbols are simulation results;
the line is the best fit (Ref. 55). [Reprinted with permission from Bonitz et al., J. Phys. A 39, 4717 (2006). Copyright (2006) by IOP Publishing Ltd.] Right:
Qualitative phase diagram of a Coulomb crystal of heavy particles (“holes”) in a macroscopic two-component (neutral) plasma. T,=[(3/2)kzT]/E; and K
=(M+1)/(M“+1). [Reprinted with permission from Bonitz ef al., Phys. Rev. Lett. 95, 235006 (2005). Copyright (2005) by the American Physical Society.]

quantum phase transition, where melting occurs at constant
temperature and density, by “changing” the heavy particle
mass. The phase diagram of the two-component CC is
sketched in Fig. 6 for the two values M =100 and M =200.
The larger M the more extended is the crystal phase in the
density-temperature plane. The crystal phase is bounded
from above by the (green dashed) line I',=I",, and from the
right (high densities) by the (vertical green dashed) line ry,
=r{". This is the simplest approximation where the influence
of the electrons on the heavy particle interaction has been
neglected. Improvements require the inclusion of screening
effects,46 as discussed above, this leads to a destabilization of
the crystal. At the same time, the heavy particle crystal also
influences the spatial distribution of the electrons which sta-
bilizes the crystal compared to the OCP case. Thus, there
exists two competing effects for the crystal stability. A de-
tailed comparison of the crystal phase diagram in an OCP
and a TCP, therefore, still remains an interesting open ques-
tion. Finally, it has been predicted by Abrikosov®® that, in the
presence of a hole crystal, the electrons should tend to form
Cooper pairs, i.e., exhibit superconductivity which yet re-
mains to be verified experimentally.

VIl. CONCLUSIONS

In this paper we have given an overview on strong cor-
relation effects in classical and quantum plasmas, in particu-
lar on Coulomb (Wigner) crystallization. We have discussed
the possible occurrences of Coulomb crystals, first, in
trapped one-component plasmas and, second, in two-
component neutral plasmas. The conditions for crystal for-
mation have been summarized in terms of known critical
values for the coupling parameters as well as in terms of
critical values of the relative interparticle distance fluctua-
tions. Using the data for the critical parameters it is possible
to construct the phase diagram of strongly coupled Coulomb
matter which was discussed for two cases: Mesoscopic clas-
sical and quantum plasmas in a parabolic 2D trap and two-
component mass-asymmetric plasmas.
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